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1. Executive Summary  

The Task 5.1 Multi-Level and Cross-Domain Big Data Analysis and Management can be split into two parts. On 
one side, the collection processing and management of data, which is the Big Data Analysis task. On the other 
side, the visualization of this data in order for humans to be able to interpret it easier and faster, which is the Visual 
Analytics task.  

The Big Data Analytics task was mainly implemented by the LinkSmart® IoT Learning Agent (LA). Most of the 
new feature development had happed on the period between M5 to M15 and described in D5.1. This deliverable 
describes the period from M15 to M29, in which most of the work had been on the implementation of the pilots 
using the feature of the LA developed previously.  

The main task of the LA is in the BSL-2 use case, in which the COMPOSITION IIMS should collect sufficient data 
to predict a future failure and notify the adequate employee. To do so, the BMS connects to BSL subsystems and 
serializes and transmits the information to the COMPOSITION cloud. Then the LA collects and processes the 
data for executing the learning process. The learning process is the management of the data and machine learning 
model in order to be able to create live reliable predictions and continuous learning. This process is orchestrated 
following the CEML methodology described in D5.1. In this process, the data is processed, cached and delivered 
to the DLT for creating predictions and train the model. With the predictions sent by the DLT, the LA propagates 
it to the Visual Analytics and other COMPOSITION subsystems such as DSS and SFT.  

Finally, the LA had been tested beyond the normal data loads faced in COMPOSITION pilots. This had been done 
to test the Big Data capacity of the LA and its scalability capacity. The LA has shown that is able to process 
effectively a big amount of data and scale in case the data exceeds the capacity of a single LA capacity.  

A Visual Analytics tool has been implemented in order to enhance the decision support offered by COMPOSITION 
IIMS. The tool provides to the end-user the capability to visualize, analyze and explore industrial data derived 
from multiple sources. Furthermore, coordinated views of the data are supported in order to enable multifaceted 
perception and discovery of hidden subtleties in it. The interactive Visual Analytics tool imports data from Data 
Analytics tools of the project and based on this data it applies visualization techniques and presents the output to 
the users as graphical representations. The tool completes the UIs of the project alongside with DSS and 
Marketplace interfaces and supports advanced visualizations that were not able to support by the aforementioned 
tools.   
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2. Abbreviations and Acronyms 

 

Acronym Meaning Description 

ANN Artificial Neural Network 
Computing systems vaguely inspired 
by the biological neural networks that 
constitute animal brains. 

BSL Boston Scientific Partner Company in COMPOSITION 

CEML Complex-Event Machine Learning 

A methodology to enable runtime 
autonomous and re-deployable 
machine learning. The method is 
partially developed in COMPOSITION 
project and described in D5.2  

CEP Complex-Event Processing  

A method that combines data from 
multiple sources to infer events or 
patterns that suggest more 
complicated circumstances. 

DLT Deep Learning Toolkit 
Component which implements the 
Machine Learning models used in 
COMPOSITION 

DSS Decision Support System 
COMPOSITION subsystem and 
interface that provides information to 
operatives to take decisions.  

EPL Esper Procedural Language 
An SQL-like language used by Esper 
CEP engine develop by Esper Tech 
Inc. 

IIMS 
Integrated Information Management 

System 
Intra-factory subsystem of 
COMPOSITION platform 

JSON JavaScript Object Notation  

An open-standard file format that uses 
human-readable text to transmit data 
objects consisting of attributeïvalue 
pairs and array data types (or any 
other serializable value) 

JWS JSON Web Signature 
An open standard for JSON keeping 
the integrity of JSON documents; and 
verifying the document producer. 

KLE Kleemann Partner Company in COMPOSITION 

LA LinkSmart® IoT Learning Agent 

Component that implements the 
CEML. The component has been 
developed partially in COMPOSITION 
and in other projects as well.  
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MQTT Message Queuing Telemetry Transport 
An ISO standard (ISO/IEC PRF 
20922) publish-subscribe-based 
messaging protocol 

Msg Message  
Use as unit in this deliverable. Also 
msg/s (message per second) 

REST Representational State Transfer 
A software architectural style that 
defines a set of constraints to be used 
for creating web services 

SDK Software Development Kit 

Set of libraries, interface, and 
documentation for developers to 
develop other software or solution 
based on them. 

SFT Simulation and Forecasting tool  
Component which implements the 
simulation and forecasting methods 
used in COMPOSITION 

TCP Transmission Control Protocol 

One of the main protocols of the 
Internet protocol suite that governs 
how the payload should be 
transmitted.  

VA Visual Analytics 

An outgrowth of the fields of 
information visualization and scientific 
visualization that focuses on 
analytical reasoning facilitated by 
interactive visual interfaces 

VM Virtual Machine An emulation of a computer system 
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3. Introduction 

In this deliverable, we present the developments between the M15 to M29 regarding the Big Data Analytics tools. 
Most of the new features were developed in the first period of the project, therefore; most of the work described 
on the current deliverable document and developed in the mentioned period, are the development of the pilot use 
case. This includes bug fixing, integration, and, testing and benchmarking. 

This is the second issue of this deliverable, and describes the developments of the software developed in task 
5.1 Multi-Level and Cross-Domain Big Data Analysis and Management. This task was responsible for processing 
and managing the data on runtime. The task can be divided into three. (1) Collect, process and manage the data 
in run time for on-the-fly processes. (2) Manage the data and orchestrate the continuous learning process. (3) 
Visualize the data for operative be able to analyze it. Part 1 and 2 are made by the LA developed by FIT. However, 
the learning itself happens in the DLT, developed by ISMB in task T5.2 but integrated in T5.1. Finally, the 
visualization is done by the Visualization Tool developed by CERTH in this task.  

The deliverable is structured in the following manner. In chapter 4, the development in the big data analytics 
processing is described. In this chapter, we explore the usage of data analytics in the pilot use case. Afterward, 
we present some testing and benchmarking performed on to the data analytics service. In chapter 5, we present 
the implementation of the big data visualization as well as its functionality. Finally in chapter 6, we describe the 
contribution of COMPOSITION of this task and technology used. We close with a short conclusion. 
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4. Big Data Analytics Provided by the LinkSmart® IoT Learning Agent  

 

4.1  Pilot BSL-2 Use Case Predictive Maintenance Scenario (To Be) 

 

Figure 1: Predictive Maintenance Scenario for Use Case BSL-2: An employee of BSL is notified by the 
COMPOSITION system about the near future failure of a fan in the oven 

The COMPOSITION IIMS collects information about actual performance (real-time) and history of performance. 
Data is captured at machine level (laser power, soldering paste, fans, mechanical conveyers, etc.). The capture 
data is power, temperature, noise from fans and the machine log files. 

The actual status is compared to static data models (performance specs, history, costs) about the optimum 
process performance and algorithms can predict the likely point in time where critical components in the machine 
or process may fail thus causing the manufacturing process to be disrupted or products to be scrapped. Based 
on historic performance the prediction of failures can be further improved by using different machine learning 
technologies. The COMPOSITION Early Failure Prediction System is shown in Figure 2. 



COMPOSITION D5.2 Big Data Mining and Analytics Tools II 

 

Document version: 1.0 Page 10 of 43 31-01-2019 

Process 

Monitoring

Static Data

Performance

History

Costs

Algorithm Learning Prediction

Maintenance 

Reports

Dashboard

Decision 

Support

 

Figure 2: COMPOSITION Predictive Maintenance System 

The predictions are presented to the operator to support their decision about when and what to replace before 
failure occurs. The operator will view a selection of critical components and their estimated time of failure as 
shown in Figure 3. 

 

Figure 3: Replacement Decision Support 

Replacing a machine part means unnecessary costs to the manufacturing process. Replacing it too late may lead 
to the part failing and stopping the production process. Replacing the part too early means its useful lifetime is 
reduced and the total cost of owner ship increases. The optimum time of replacement is also influenced by the 
time it will take to replace the part. A fast exchange will minimise downtime. Other parts will also influence the 
decision. Several parts may be easier to replace together (e.g. the parts are in all the same physical place but 
access is difficult) whereas other parts may be replaced easily. 

The prediction will present the operator with decision support as exemplified in Figure 3 where each part has a 
predicted remaining lifetime measured in months. The Rotor needs to be replaced, but the Fan can last a long 
time.  

Choosing the left-hand time-line indicates that it would make sense to replace the Rotor in the coming month. 
However, it would be cost effective to replace the fan, which has a remaining lifetime of 8 months. But the Heater 
is located next to the Rotor in the heart of the production unit and the Heater needs to be replaced in the coming 
two months. If the cost of the Heater is minor, it may be economically wiser to replace it at the same time as the 
Rotor. 

The prediction provides certain margins of error. Assuming that downtime cost is significantly higher than the cost 
of the replaced components, it may be more economically effective to postpone the replacement of the Rotor until 
the time indicated by the right-hand time line, which may even be a scheduled down-time. At this point, it will be 
wise to replace the Rotor, the Heater, and the Fan all together. There is a calculated risk that the Rotor may fail 
before, but this must be balanced against the potential gains of delaying the downtime. 

The Laser is the next parts in need of replacement, but since it is a minor operation and a high-valued part, this 
part will be monitored individually for replacement. 

Finally, replacing the Conveyer is a major task, underdone in its own time and it is not of necessary consideration 
at present. 

The COMPOSITION IIMS will help the pilots to efficiently and effectively manage machine downtimes and failures 
based on the prediction of failures of critical components. Information such as levels and temperature of solvents, 
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vibration of machines, etc., will be provided in the IIMS. Prediction of the Blower motors within the Rhythmia 
Ovens are very important to BSL from a quality and cost perspective. Potential cost of a non-recoverable oven 
alarm (motor/blower failure) resulting in non-conforming product being scrapped is estimated as $60K 

¶ Two To-Be use cases have been identified for Predictive Maintenance in Section 8. 

 

4.2  Realization 

 

 

Figure 4: Description of the Data Collection and Processing Mechanism for BSL-2 Use Case 

In order to build an accurate model, we set a continuous learning process, which involves the IoT Learning Agent 
(LA) and the Deep-Learning Toolkit (DLT). The process analyses, processes and arranges data for the DLT and 
deliver it in real-time. Additionally, The LA monitors the development of the model in real-time too.  

4.2.1 Learning Process 

The learning process is the instance of a CEML process (explained in D5.1). The process instance has the 
following lifecycle: 
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Figure 5: Machine Learning Process Lifecycle Scheme 

The instance of the learning process is managed by the LearningHandler. The LearningHandler is the component 
of the LA who manage the overall learning process, and there is one learning handler per process. The most 
important part of the learning process is the continuous learning and evaluation. Below (Figure 6) we describe the 
continuous learning and evaluation step by step. 
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Figure 6: Continuous Learning Algorithm 

Input Set: Set of inputs that in case of prediction, it is use by the Model to create a prediction; in case of learning, 
it is use together with the Target to train the Model. An Input Set it is the equivalent of a single row in a Data Set 
in Batch Learning.  

Target: It is the value that the Model should learn/train together with the Input Set. In classification cases, it is 
the label, in regression it is a double or a vector of them. 

Ground Truth: It is the truth against which the prediction of the Model will be compared to evaluate the 
performance of the Model. In most of the cases, the Target and Ground Truth are the same, just for predictions 
of time series using sliding data they must be treated different.  

Model: It is a class that implements Build, Predict, Train and Destroy. 

Evaluator: A class that implements Evaluate. Currently, there is the ClassificationEvaluator and the 
RegressionEvaluator, for classification and regression problems, respectively. 

1. IS is extracted and given to the Model 

2. The Model provides a Prediction P 

3. The IS and T are given to the Model for train it (the Model) 

4. The Model is trained 

5. The GT and the P (step 2) are given the Evaluator. In case of Regression, 

RegressionEvaluator; in case if Classification, then the ClassificatorEvaluator 

6. The Evaluator calculates current state of the Model 
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7. The Evaluator returns the state of the Model E  

8. The using E the Handlers together with the given threshold (by configuration) the 

LearningHandler decide if the Model is ready for deployment 

9. If it is ready and is not deployed yet, then is deployed. If it is not read for deployment and the 

Model is deployed then it is removed, otherwise do nothing. 

4.2.2 Processing Scheme in BSL-2 

4.2.2.1 DLT Feature Space 

In order to understand the pre-processing work of the LA, we need to understand the exacted input of the DLT. 
The expected input of a Machine Learning model is called feature space. In this chapter, we will explain the DLT 
feature space.  

There are three kinds of data concerning the UC-BSL-2 in the Rhythmia Oven case: 

¶ sensors measurements  

¶ oven events  

¶ acoustic data.  

All information types are used by the Deep Learning Toolkit (DLT) for predictive maintenance and to properly train 
the artificial neural networks. In order to be used in a supervised machine learning framework, this information 
has to be organized as a list of samples. In specific, a table of 242 columns must be provided. The table is split in 
following parts: 

Table 1: An element of a row of the feature space divided by type 

0 1 2 3 4 ... 39 40 41 42 43 ... 234 235 236 237 238 239 240 241 

 

The leftmost part of the table (green, columns from 0 to 39) contains the values sampled from different sensors, 
measured at the same time.  

The central part of the table (red, columns from 40 to 235) contains the mapping of events, registered at the same 
time of the corresponding sensors readings. 

The rightmost part of the table (blue, columns from 236 to 240) contains the mapping of the five acoustic data 
sensors decibels one per column, registered at the same time of the corresponding sensors readings. 

The last column (241) contains a label to identify the oven status. This value is only used for ANN training. The 
label value can be 0 if the oven is working correctly or 1 for a fault (at the moment three hi warning outside the 
oven stabilization or hi warning + hi deviation). 

In order to collect all events associated to the current sensor reading, the DLT should receive the valid sensor 
reading each time a new event is received. This duplication is handled by the DLT internal logic. So, if two events 
happen during the same sampling interval from the sensors (currently 5 minutes) the DLT expects to receive two 
records with identical columns from 0 to 39 and then the two events reported separately as for the events 
mapping. In this case, acoustic data columns from 236 to 240 must be 0. 

Having following vector below, we will define some concepts according to the Learning Agent: 

Table 2: An element in the ñrowò of the DLT feature space, plus the local ground truth 

0 1 2 3 4 ... 39 40 41 42 43 ... 234 235 236 237 238 239 240 241 

 

Input set/vector: The numbers in green are the values that represent the input of the model; and they are the 
values the model will receive when the model will make a prediction. 

Target/label/ground truth set/vector: The number in gray are the values that represent the output of the model; 
and they are the values the model will predict when the model receives an input vector. 

Learning (vector) Instance: it is the concatenation of the input vector and the target vector, in this order. In the 
example, is the entire vector?   



COMPOSITION D5.2 Big Data Mining and Analytics Tools II 

 

Document version: 1.0 Page 15 of 43 31-01-2019 

Feature Vector: are the concepts/types/observed objects of the learning (vector) instance.  

 
Table 3: A row in the feature space  

Sample Oven sensors 
measurements 

Oven events Acoustic data 

1 0 1 2 3 ... 39 40 41 ... 235 236 237 238 239 240 

2 0 1 2 3 ... 39 40 41 ... 235 236 237 238 239 240 

3 0 1 2 3 ... 39 40 41 ... 235 236 237 238 239 240 

4 0 1 2 3 ... 39 40 41 ... 235 236 237 238 239 240 

5 0 1 2 3 ... 39 40 41 ... 235 236 237 238 239 240 

6 0 1 2 3 ... 39 40 41 ... 235 236 237 238 239 240 

7 0 1 2 3 ... 39 40 41 ... 235 236 237 238 239 240 

8 0 1 2 3 ... 39 40 41 ... 235 236 237 238 239 240 

... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... 

32 0 1 2 
 

... 39 40 41 ... 235 236 237 238 239 240 

 

A set of 32 elements of this time series (EXCLUDING the sample column) is one ñelementò of the DLT Input 
set/vector. It can be provided to the DLT predict function that returns the prevision of a future fault. The complete 
feature space is a 32 - elements of 32 rows with 241 values. In other words, a matrix of 32x7712 (32x32x241).  

Due to BSL maintenance team usually detects a problematic fan before a catastrophic failure, it was difficult to 
develop a ground truth when the fan was about to fail. Together with BSL technicians a possible fan failure 
heuristic was developed.  

Every 32 cycles, a 241th feature must be generated for each row. It is always at 0 unless one of the following 
patterns provided by BSL occur: 

three hi warnings (any of type 58-78) are presents in the previous thirty minutes (outside the oven stabilization) 

hi warning (any of type 58-78) + hi deviation (any of type 142-162) at any stage in previous thirty minutes 

The result is something like the following: 

Table 4: Ground truth building 

Smpl. Oven sensors 
measurements 

Oven events Acoustic data Add. 
feature 

1 0 1 2 3 ... 39 40 41 46 47 ... 235 236 237 238 239 240 

2 0 1 2 3 ... 39 40 41 46 47 ... 235 236 237 238 239 240 

3 0 1 2 3 ... 39 40 41 46 47 ... 235 236 237 238 239 240 

4 0 1 2 3 ... 39 40 41 46 47 ... 235 236 237 238 239 240 

5 0 1 2 3 ... 39 40 41 46 47 ... 235 236 237 238 239 240 
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6 0 1 2 3 ... 39 40 41 46 47 ... 235 236 237 238 239 240 

7 0 1 2 3 ... 39 40 41 46 47 ... 235 236 237 238 239 240 

8 0 1 2 3 ... 39 40 41 46 47 ... 235 236 237 238 239 240 

... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... 

32 0 1 2 
 

... 39 40 41 46 47 ... 235 236 237 238 239 240 241 

For calculating the ground truth, we have to look at the next 32 values starting from the last row of the input 
set/vector (shown as the red zone in the example below). 

¶ The ground truth has value 0 when ALL THE ELEMENTS of the red zone are 0 

¶ The ground truth has value 1 when AT LEAST ONE ELEMENTS of the red zone is 1. 

An example follows: 

Table 5: Example of the ground truth building (1) 

Sample Oven events Acoustics Add. 
feature 

1 0 1 ... 39 40 41 ... 235 236 237 238 239 240 0 

2 0 1 ... 39 40 41 ... 235 236 237 238 239 240 0 

3 0 1 ... 39 40 41 ... 235 236 237 238 239 240 0 

... ... ... ... ... ... ... ... ... ... ... ... ... ... ... 

32 0 1 ... 39 40 41 ... 235 236 237 238 239 240 1 

33 0 1 ... 39 40 41 ... 235 236 237 238 239 240 0 

34 0 1 ... 39 40 41 ... 235 236 237 238 239 240 0 

35 0 1 ... 39 40 41 ... 235 236 237 238 239 240 0 

36 0 1 ... 39 40 41 ... 235 236 237 238 239 240 0 

... ... ... ... ... ... ... ... ... ... ... ... ... ... ... 

61 0 1 ... 39 40 41 ... 235 236 237 238 239 240 0 

62 0 1 ... 39 40 41 ... 235 236 237 238 239 240 1 

63 0 1 ... 39 40 41 ... 235 236 237 238 239 240 0 

64 0 1 ... 39 40 41 ... 235 236 237 238 239 240 0 

The green part is the DLT Input set/vector. The ground truth for this input set is 1 because column 241 of the 
row 62 (inside the red area) is 1. 

The next input set is shifted of one position. Now there are 2 labels with value 1 in the column 241 (row 62 and 
65) of the red area but the ground truth value is still 1. 

 



COMPOSITION D5.2 Big Data Mining and Analytics Tools II 

 

Document version: 1.0 Page 17 of 43 31-01-2019 

Table 6: Example of the ground truth building (2) 

Sample Oven events Acoustics Add. 
feature 

1 0 1 ... 39 40 41 ... 235 236 237 238 239 240 0 

2 0 1 ... 39 40 41 ... 235 236 237 238 239 240 0 

3 0 1 ... 39 40 41 ... 235 236 237 238 239 240 0 

... ... ... ... ... ... ... ... ... ... ... ... ... ... ... 

32 0 1 ... 39 40 41 ... 235 236 237 238 239 240 1 

33 0 1 ... 39 40 41 ... 235 236 237 238 239 240 0 

34 0 1 ... 39 40 41 ... 235 236 237 238 239 240 0 

35 0 1 ... 39 40 41 ... 235 236 237 238 239 240 0 

36 0 1 ... 39 40 41 ... 235 236 237 238 239 240 0 

... ... ... ... ... ... ... ... ... ... ... ... ... ... ... 

61 0 1 ... 39 40 41 ... 235 236 237 238 239 240 0 

62 0 1 ... 39 40 41 ... 235 236 237 238 239 240 1 

63 0 1 ... 39 40 41 ... 235 236 237 238 239 240 0 

64 0 1 ... 39 40 41 ... 235 236 237 238 239 240 0 

64 0 1 ... 39 40 41 ... 235 236 237 238 239 240 1 

 
The final learning feature space consist of 32x7713 ( 32x(32x241)+1 ). In other words, it is identical to the input 
vector plus the ground truth.  

4.2.2.2 LA Processing Pipeline 

The events received by the DLT are coming from BSL facilities transmitted by the BMS. The events are sent one 
by one and unprocessed. The processing and data preparation are done by the LA. In this chapter, we present 
the final set of processing steps done by the LA. In the processing scheme followed by the LA 
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Table 7: End-to-end state machine, intra-factory BSL-2 

 
The LA implements this logic in steps using EPL queries for the Esper engine. First, the LA collects readings from 
40 sensors with following query: 

insert  into   
sensors  

select   
 Arrays . asList (  
  s0. result ,  s1. result ,  �],  s38. result ,  s39. result  
 )  as readings  
from   
 pattern [  
  every (  
     s0=Observation(datastream.id='ds_2 - 0') - > 

   s1=Observation(datastream.id='ds_3 - 0') - >  
       �] 
   s38=Observation(datastream.id='ds_2 - 55') - > 
   s39=Observati on(datastream.id='ds_3 - 55')  

   )  
  ]  
In similar manner, the 5 new COMPOSITION acoustic sensor readings are collected. 

insert  into   
 acoustics  
select   
 Arrays . asList ( s0. result ,  s1. result ,  s2. result ,  s3. result ,  s4. result )  as acousticReadings  
from   
 pattern [  
  every (  
    s0=Observation(  

datastream.id='ds_5 - 1') - > 
s1=Observation(datastream.id='ds_5 - 2') - > 
s2=Observation(datastream.id='ds_5 - 3') - > 
s3=Observation(datastream.id='ds_5 - 4') - > 
s4=Observation(datastream.id='ds_5 - 5')  

)  
  ]  


















































